
ECE 64100 Homework 1-Due Sep. 10, 2021 Zhankun Luo (ECE Ph.D. student)
Chapter 2 (Probability), problems 1 to 5

Problem 1

1. Let Y be a random variable which is uniformly distributed on the interval [0, 1]; so that it has
a PDF of pY (y) = 1 for 0 ≤ y ≤ 1 and 0 otherwise. Calculate the CDF of Y and use this to
calculate both the CDF and PDF of Z = Y 2.

solution
Here we denote the PDF of Y by fY (y) instead of pY (y). The CDF of y is

FY (z) =

∫ y

−∞
fY (y′)dy′ =

 0 for y < 0
y for 0 ≤ y ≤ 1
1 for 1 < y

With the Jacobian formula: if Z = g(Y ) is a strictly monotone function of Y with a nonzero
derivative dZ

dY
6= 0. Then Z has pdf

fZ(z) = fY
(
g−1(z)

) ∣∣∣∣dg−1(z)

dz

∣∣∣∣ =
fY (g−1(z))∣∣∣dg(y)
dy
|y=g−1(z)

∣∣∣
Notice that g(Y ) = Y 2 and Z = g(Y ) ∈ [0, 1] strictly increases for Y ∈ [0, 1]

fZ(z) =
fY (g−1(z))∣∣∣dg(y)
dy
|y=g−1(z)

∣∣∣ for z ∈ [0, 1]

Where the inverse function y = g−1(z) ∈ [0, 1], z ∈ [0, 1] is defined by

y = g−1(z) =
√
z,

dg(y)

dy

∣∣∣
y=g−1(y)

= 2y|y=
√
z = 2

√
z

Thus, we conclude that the PDF fZ(z) of Z is

fZ(z) =

{
1

2
√
z

for 0 ≤ z ≤ 1

0 elsewhere

So, the CDF FZ(z) of Z is

FZ(z) =

∫ z

−∞
fZ(z′)dz′ =

 0 for z < 0√
z for 0 ≤ z ≤ 1

1 for 1 < z

1
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Problem 2

2. In this problem, we present a method for generating a random variable, Y , with any valid CDF
specified by FY (t). To do this, let X be a uniformly distributed random variable on the interval
[0, 1], and let Y = f(X) where we define the function

f(u) = inf {t ∈ R | FY (t) ≥ u}
Prove that in the general case, Y has the desired CDF.
(Hint: First show that the following two sets are equal, (−∞, FY (t)] = {u ∈ R : f(u) ≤ t}.)

solution
We can find details of proof in the PDF chapter [1] and the lecture note [2]
Apply FY (t) on both sides of an inequality f(u) = inf {t′ ∈ R | FY (t′) ≥ u} ≤ t
Notice that FY (t) is non-decreasing, and right-continuous f(u) ∈ {t′ ∈ R | u ≤ FY (t′)}

f(u) = inf {t′ ∈ R | u ≤ FY (t′)} ≤ t ⇒ u ≤ FY (f(u)) ≤ FY (t)

It leads to the relationship between two events

{f(u) ≤ t} ⊆ {u ≤ FY (t)} (1)

On the other hand, u < FY (t) leads to

u < FY (t) ⇒ t ∈ {t′ ∈ R | u ≤ FY (t′)} ⇒ f(u) = inf {t′ ∈ R | u ≤ FY (t′)} ≤ t

It leads to the other relationship between two events

{u < FY (t)} ⊆ {f(u) ≤ t} (2)

Combine (1), (2) and replace u with the random variable X, and notice that Y = f(X)

{X < FY (t)} ⊆ {f(X) ≤ t} = {Y ≤ t} ⊆ {X ≤ FY (t)}
Thus, for the probabilities Pr of events

Pr {X < FY (t)} ≤ Pr {Y ≤ t} ≤ Pr {X ≤ FY (t)}
Since X ∼ U(0, 1), then X is a continuous random variable, so Pr {X = FY (t)} = 0

Pr {X < FY (t)} = Pr {Y ≤ t} = Pr {X ≤ FY (t)}
Since X ∼ U(0, 1), we can write down PDF fX(x) of X

fX(x) =

{
1 for 0 ≤ x ≤ 1
0 elsewhere

As a specified valid CDF, 0 ≤ FY (t) ≤ 1

Pr {Y ≤ t} = Pr {X ≤ FY (t)} =

∫ FY (t)

−∞
fX(x)dx =

∫ FY (t)

0

1dx = FY (t)

In the end, we prove that Y has the desired CDF FY (t)
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Problem 3

3. Give an example of three random variables, X1, X2, and X3 such that for k = 1, 2, 3, P{Xk =
1} = P{Xk = −1} = 1

2
, and such Xk and Xj are independent for all k 6= j, but such that X1, X2,

and X3 are not jointly independent.

solution
We may suppose that there are two independent random variable α1, α2 ∈ {0, 1}

P {α1 = 0} = P {α2 = 0} = P {α1 = 1} = P {α2 = 1} =
1

2
P {α1 = 0, α2 = 0} = P {α1 = 0} · P {α2 = 0}
P {α1 = 0, α2 = 1} = P {α1 = 0} · P {α2 = 1}
P {α1 = 1, α2 = 0} = P {α1 = 1} · P {α2 = 0}
P {α1 = 1, α2 = 1} = P {α1 = 1} · P {α2 = 1}

And define the X1, X2, X3 as follows

X1 ≡ (−1)α1 , X2 ≡ (−1)α2 , X3 ≡ (−1)α1+α2

Then, it is easy to be verified

P{Xk = 1} = P{Xk = −1} =
1

2
for k = 1, 2, 3

Xk and Xj are independent for all k 6= j
For X1, X2, we have

P{X1 = 1, X2 = 1} = P {α1 = 0, α2 = 0} = P {α1 = 0} · P {α2 = 0} = P{X1 = 1} · P{X2 = 1}
P{X1 = 1, X2 = −1} = P {α1 = 0, α2 = 1} = P {α1 = 0} · P {α2 = 1} = P{X1 = 1} · P{X2 = −1}
P{X1 = −1, X2 = 1} = P {α1 = 1, α2 = 0} = P {α1 = 1} · P {α2 = 0} = P{X1 = −1} · P{X2 = 1}

P{X1 = −1, X2 = −1} = P {α1 = 1, α2 = 1} = P {α1 = 1} · P {α2 = 1} = P{X1 = −1} · P{X2 = −1}
Similarly, we can verify the independence for X1, X3 and X2, X3 as well
But we know that

P{X1 = −1, X2 = −1, X3 = −1} = P{α1 = 1, α2 = 1, (α1 + α2) ≡ 1 mod(2)} = 0

6= P{X1 = −1}P{X2 = −1}P{X3 = −1} = P{α1 = 1}P{α2 = 1}P{(α1+α2) ≡ 1 mod(2)} =
1

2
·1
2
·1
2

=
1

8
So, X1, X2, and X3 are not jointly independent
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Problem 4

4. Let X be a jointly Gaussian random vector, and let A ∈ RM×N be a rank M matrix. Then
prove that the vector Y = AX is also jointly Gaussian.

solution
Since M = rank(A) ≤ min(M,N), we have M ≤ N
Since X is a jointly Gaussian random vector, the PDF fX(x) of X is given by

fX(x) =
1

(2π)N/2
|R|−1/2 exp

{
−1

2
(x− µ)TR−1(x− µ)

}

Where the mean vector µ, and symmetric positive-definite covariance R = RT is given by

E[X] = µ

E
[
(X − µ)(X − µ)T

]
= R

Let’s write R in such a form, where E is an orthonomal matrix(ET = E−1) whose columns are the
eigenvectors of R and Λ = diag(σ2

1, · · · , σ2
N) is a diagonal matrix of strictly positive eigenvalues

R = EΛET

Define the decorrelated vector X̃ as

X̃ = ETX

Write AE = [α1, · · · , αM ]T in such a form of stacking M row vectors αTk , k = 1, · · · ,M together

Y = (y1, · · · , yM)T = AX = AEX̃ = [α1, · · · , αM ]T X̃ = [αT1 X̃, · · · , αTMX̃]T

Thus, with the transformation X̃ = ETX = (x̃1, · · · , x̃N)T , µ̃ = ETµ = (µ̃1, · · · , µ̃N)T , then the
corresponding PDF is

fX̃(x̃) =

(
1

2π

)N/2
1∏N

k=1 σk
exp

{
−

n∑
k=1

(x̃k − µ̃k)2

2σ2
k

}

And notice that rank(AE) = M

E[X̃] = µ̃

E
[
(X̃ − µ̃)(X̃ − µ̃)T

]
= Λ
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Let’s introduce the characteristic function of Y = (y1, · · · , yM)T = AX = [αT1 X̃, · · · , αTMX̃]T

AE = [β1, · · · , βN ] also can be written in the form of stacking column vectors

ΦY (ω) = E
(
ejω

T y
)

=

∫ +∞

−∞
· · ·
∫ +∞

−∞
fY (y)ejω

T ydy1 · · · dyM

= E
(
ejω

TAEx̃
)

=

∫ +∞

−∞
· · ·
∫ +∞

−∞
fX̃(x̃)ejω

TAEx̃dx1 · · · dxN

=

∫ +∞

−∞
· · ·
∫ +∞

−∞

(
1

2π

)N/2
1∏N

k=1 σk
exp

{
−

n∑
k=1

(x̃k − µ̃k)2

2σ2
k

}
ejω

TAEx̃dx̃1 · · · dx̃N

=
N∏
k=1

∫ +∞

−∞

1√
2πσk

exp

{
−(x̃k − µ̃k)2

2σ2
k

+ j(ωTβk)x̃k

}
dx̃k

=
N∏
k=1

exp

{
−(ωTβk)

2σ2
k

2
+ j(ωTβk)µ̃k

}
·
N∏
k=1

∫ +∞

−∞

1√
2π

exp

−
(
x̃k
σk
− µ̃k

σk
− j(ωTβk)σk

)2

2

 d

(
x̃k
σk

)

=
N∏
k=1

exp

{
−(ωTβk)

2σ2
k

2
+ j(ωTβk)µ̃k

}
= exp

(
−1

2
ωTAEΛETATω + jωTAEµ̃

)
= exp

(
−1

2
ωTARATω + jωTAµ

)
Then, we can do the inverse transform to compute the PDF fY (y).
Since, Rank(ARAT ) = M , with the decomposition [ARA] = V DV T , we can define the immediate
variable ω̄ = V Tω has the Jacobian

∣∣dω
dω̄

∣∣ = |V | = 1 and ȳ = V Ty, ν = V TAµ, where diagonal

matrix D = diag(d2
1, · · · , d2

M) and the orthonomal matrix V has V T = V −1

Notice that |ARAT | = |D| = (
∏M

k=1 dk)
2, (ARAT )−1 = V D−1V T

fY (y) =
1

(2π)M

∫ +∞

−∞
· · ·
∫ +∞

−∞
ΦY (ω)e−jω

T ydω1 · · · dωM

=
1

(2π)M

∫ +∞

−∞
· · ·
∫ +∞

−∞
exp

(
−1

2
ωTARATω + jωTAµ

)
e−jω

T ydω1 · · · dωM

=
1

(2π)M

∫ +∞

−∞
· · ·
∫ +∞

−∞
exp

(
−1

2
ω̄TDω̄ + jω̄Tν

)
e−jω̄

T ȳ

∣∣∣∣dωdω̄

∣∣∣∣ dω̄1 · · · dω̄M

=
1

(2π)M/2
· 1∏M

k=1 dk
·
M∏
k=1

∫ +∞

−∞

dk√
2π

exp

{
−d

2
kω̄

2
k

2
− j(ȳk − νk)ω̄k

}
dω̄k

=
1

(2π)M/2
· 1∏M

k=1 dk
·
M∏
k=1

exp

{
−(ȳk − νk)2

2d2
k

}
·
M∏
k=1

∫ +∞

−∞

1√
2π

exp

−
(
dkω̄k + j (ȳk−νk)

dk

)2

2

 d (dkω̄k)

=
1

(2π)M/2
· 1∏M

k=1 dk
·
M∏
k=1

exp

{
−(ȳk − νk)2

2d2
k

}
=

1

(2π)M/2
|D|−1/2 exp

{
−1

2
(ȳ − ν)TD−1(ȳ − ν)

}
=

1

(2π)M/2
|ARAT |−1/2 exp

{
−1

2
(y − Aµ)T (ARAT )−1(y − Aµ)

}
So, we prove that the vector Y = AX is also jointly Gaussian.
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Problem 5

5. Let X ∼ N(0, R) where R is a p× p symmetric positive-definite matrix.

a) Prove that if for all i 6= j,E[XiXj] = 0 (i.e., Xi and Xj are uncorrelated), then Xi and Xj

are pair-wise independent.
b) Prove that if for all i, j,Xi and Xj are uncorrelated, then the components of X are jointly

independent.

solution

a) Because all i, j,Xi and Xj are uncorrelated, we have Rij = 0 for i 6= j, denote E [X2
k ] = σ2

k for
k ∈ {1, · · · , p}

R = diag
(
σ2

1, · · · , σ2
p

)
, R−1 = diag

(
1

σ2
1

, · · · , 1

σ2
p

)
, |R|−1/2 =

p∏
k=1

1

σk

Thus, for the PDF fX(x) of X

fX(x1, · · · , xp) =

p∏
k=1

1√
2πσk

exp

{
− x2

k

2σ2
k

}
Notice that for k ∈ {1, · · · , p}

fX(xk) =
1√

2πσk
exp

{
− x2

k

2σ2
k

}
·

p∏
k′=1,k′ 6=k

∫ +∞

−∞

1√
2πσk′

exp

{
− x2

k′

2σ2
k′

}
dxk′ =

1√
2πσk

exp

{
− x2

k

2σ2
k

}
For Xi, Xj, i 6= j, we have

fX(xi, xj) =
1

2πσiσj
exp

{
− x2

i

2σ2
i

−
x2
j

2σ2
j

}
·

p∏
k′=1,k′ 6=i,j

∫ +∞

−∞

1√
2πσk′

exp

{
− x2

k′

2σ2
k′

}
dxk′

=
1

2πσiσj
exp

{
− x2

i

2σ2
i

−
x2
j

2σ2
j

}
= fX(xi) · fX(xj)

So, we prove that if for all i 6= j,E[XiXj] = 0 (i.e., Xi and Xj are uncorrelated), then Xi and Xj

are pair-wise independent.

b) Similarly, we conclude

fX(x1, · · · , xp) =

p∏
k=1

1√
2πσk

exp

{
− x2

k

2σ2
k

}
=

p∏
k=1

fX(xk)

In the end, we prove that if for all i, j,Xi and Xj are uncorrelated, then the components of X are
jointly independent.


