ECE 64100 Homework 1-Due Sep. 10, 2021 Zhankun Luo (ECE Ph.D. student)
Chapter 2 (Probability), problems 1 to 5

PROBLEM 1

1. Let Y be a random variable which is uniformly distributed on the interval [0, 1]; so that it has
a PDF of py(y) = 1 for 0 < y < 1 and 0 otherwise. Calculate the CDF of Y and use this to
calculate both the CDF and PDF of Z = Y?2.

solution
Here we denote the PDF of Y by fy(y) instead of py(y). The CDF of y is

y 0 fory<0
Fy(z) = / fr)dy =q y for0<y<1
—o0 1 forl<y

With the Jacobian formula: if Z = g(Y) is a strictly monotone function of ¥ with a nonzero
derivative 3—12, # 0. Then Z has pdf

-1
) = iy (7)) | L)
d_y|y=g‘1(2)
Notice that g(Y) = Y? and Z = g(Y) € [0,1] strictly increases for Y € [0, 1]
_ _Klg'(2)
fz(2) =

d
P

dg~'(2)| _
dz N

for z € [0, 1]

Where the inverse function y = g~!(z) € [0,1], z € [0,1] is defined by
dg(y)

y=g9'(z) =z o = 2= 2V
Yy ly=g'(y)
Thus, we conclude that the PDF fz(z) of Z is
A for0<z<1
= 2\/g _ -
f2(2) { 0  elsewhere

So, the CDF Fz(z) of Z is
0 forz<0O

Fz(z) = /Z fz(zNdz'=<¢ =z for0<z<1

1 forl <z



PROBLEM 2

2. In this problem, we present a method for generating a random variable, Y, with any valid CDF
specified by Fy(t). To do this, let X be a uniformly distributed random variable on the interval
[0,1], and let Y = f(X) where we define the function

f(u) =inf {t e R| Fy(t) > u}

Prove that in the general case, Y has the desired CDF.
(Hint: First show that the following two sets are equal, (—oo, Fy (t)] = {u € R: f(u) <t}.)

solution

We can find details of proof in the PDF chapter 1] and the lecture note [2]

Apply Fy(t) on both sides of an inequality f(u) =inf{t' e R| Fy(t') > u} <t

Notice that Fy(t) is non-decreasing, and right-continuous f(u) € {t' € R | u < Fy(t')}

fluy=mf{ eR|u<<F{)} <t = u<F(f(u)<Fy(t)
It leads to the relationship between two events
{f(u) <t} S {u < Fy(t)} (1)
On the other hand, u < Fy(t) leads to
u<Fy(t) = te{leR|u<FK{t)} = flu)=if{ eR|uF{)}<t
It leads to the other relationship between two events
fu< Fr(t)} € {f(w) < 1) @)
Combine (1), (2) and replace u with the random variable X, and notice that Y = f(X)
(X < RO} C {f(X) <t} = {Y <1} C{X < Ry()}
Thus, for the probabilities Pr of events
Pr{X < Fy(t)} <Pr{Y <t} <Pr{X < Fy(t)}
Since X ~ U(0,1), then X is a continuous random variable, so Pr{X = Fy(t)} =0
Pr{X < Fy(t)} =Pr{Y <t} =Pr{X < Fy(t)}
Since X ~ U(0,1), we can write down PDF fx(x) of X

Fx(z) = 1 for0<z<1
X\W)=Y 0 elsewhere

As a specified valid CDF, 0 < Fy(t) <1

Pr{Y <t} = Pr{X < Fy(t)} /_FY(t) Fr(@)de = /OFY(t) lde = Fy(¢)

In the end, we prove that Y has the desired CDF Fy ()
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PROBLEM 3

3. Give an example of three random variables, X7, Xs, and X3 such that for k = 1,2,3, P{X; =
1} =P{Xy=—-1} = % , and such X}, and X are independent for all £ # j, but such that X, Xs,
and X3 are not jointly independent.

solution
We may suppose that there are two independent random variable oy, ap € {0,1}

P{Oq:O}:P{ozz:O}:P{ozl:1}:P{a2:1}:%

P{oy =0,00 =0} = P{a; =0} - P{ay =0}
P{a;=0,a0 =1} = P{a; =0} - P{ay =1}
P{oy =1, =0} =P{a; =1} - P{ay =0}
P{a;=1,a0=1} = P{a; =1} - P{ay =1}
And define the X5, X5, X3 as follows
X1 ==, Xo=(-1)* Xz=(-1)"t*
Then, it is easy to be verified
P{X, = 1} = P{X; = —1} :% for k= 1,2,3
X and X; are independent for all k # j
For X1, X5, we have
P{X;=1,Xo=1}=P{ag =0,a0 =0} = P{ayy =0} - P{ay =0} = P{X; =1} - P{X, =1}
P{Xi=1,Xo=—-1} =P{an =0, =1} = P{ay =0} - P{ay =1} = P{X; =1} - P{X, = -1}
P{Xi=-1,Xo=1}=P{agy=1,a5 =0} = P{ay =1} - P{ay =0} = P{X; = -1} - P{X, =1}
P{Xi=-1,Xo=—-1}=P{ags=1l,as =1} =P{ay =1} - P{ay =1} = P{X; = -1} - P{Xy, = -1}
Similarly, we can verify the independence for X;, X3 and X5, X3 as well
But we know that
P{X;=-1,Xo=-1,Xs=—1}=P{ags =1,aa =1,(ag + a2) =1 mod(2)} =0

# P{X; = —1}P{Xs = -1} P{X3 = -1} = P{a; = 1} P{ay = 1} P{(an+az) =1 mod(2)} = === =
So, X1, X5, and X3 are not jointly independent



PROBLEM 4
4. Let X be a jointly Gaussian random vector, and let A € RM*N be a rank M matrix. Then

prove that the vector Y = AX is also jointly Gaussian.

solution
Since M = rank(A) < min(M, N), we have M < N
Since X is a jointly Gaussian random vector, the PDF fx(x) of X is given by

Fe(o) = Gyl e { o - R e -0

Where the mean vector u, and symmetric positive-definite covariance R = R7 is given by

E[X]
E[(X — p)(X — )]

1
R

Let’s write R in such a form, where E is an orthonomal matrix(E7 = E~') whose columns are the

eigenvectors of R and A = diag(c?,--- ,0%) is a diagonal matrix of strictly positive eigenvalues

R = EAE"

Define the decorrelated vector X as
X =FE"X
Write AE = [ay, -+, ap]” in such a form of stacking M row vectors al k= 1,--- M together

Y = (y1,- - ,yM)T:AX:AEX': [y, - ,aM]TX: [alTX',‘~ ,aﬂX]T

Thus, with the transformation X = ETX = (Z1,---,@n)", i = ETp = (fir, - , i), then the

corresponding PDF is
@ =(5) e -3 Eom)
2T Hivz L Ok — 20,%

And notice that rank(AE) = M



Let’s introduce the characteristic function of Y = (y1,--- ,yy)" = AX = [of X, oL X|T
= [B1, -+, Bn] also can be written in the form of stacking column vectors

“+00 400
dy (w) = e]w y / Sy (y)e’” ¥dy, - - - dyn

—+00 —+00
_ E ]wTAEm / (j)eijAEjdxl . de
+00 +00 N/2 no(F 7)2
1 (r, — fir,) jwT AEE q - ~

= — expl — ———— Y My - d

/oo /. <27r) TR p{ ; z o

N +o0 ~ ~

1 (T — Mk) W7

= ex —_—— dz

:lN—[eXp{_M (W B Mk} 1]—:[/"" 1 exp _<§_:_Z_'Z—j(wTﬁk)0k>2 d<@)

Bl 2 \/ﬁ 2 (%
N TR \2.2
- [ { -2 4 jomsn )

= exp (—%wTAEAETATw + ijAE/]) = exp <—%wTARATw + ijAu)

Then, we can do the inverse transform to compute the PDF fy (y).

Since, Rank(ARAT) = M, with the decomposition [ARA] = VDVT we can define the immediate
variable @ = V7?w has the Jacobian ‘j—g‘ = V] =1and §y = VTy,v = VT Ay, where diagonal
matrix D = diag(d?,--- ,d3,) and the orthonomal matrix V has VT = V!

Notice that |ARAT| = |D| = ([ToL, di)%, (ARAT)"t = VD~1VT

“+oo “+oo
fr(y) =

@y(w)e_j“Tydwl coodway

“+o00 —+00

exp (—%wTARATw + ijAu> e dw, -+ - dwyy

dw

+oo +oo 1
/ / exp (—§w Do + jw u) e~ %"Y ©

1 tood d?@0?
Nz T H/ - exp{ R gk — v)@ }dwk
k=1 di, 2

_ 2
M M . drion —+ M)
1 1 — + ( KWk T ]
= . exp{ (e = ) } H/ exp — o d (dgtoy)
1

do; - - - dwyy

(2m)M/2 Hk 1dk k= 2d2 2
M
_ 1 1 (k. — )? _ 1 —1/2 1 T y—1/—
B (QW)M/2 Hk 1 i kl_IleXp{ 2d; B (QW)M/2|D| P Q(y v DTy —v)
1

= (271_)—M/2|ARAT|_1/2 exp {—%(y — AM)T(ARAT)_I(y _ AM)}

So, we prove that the vector Y = AX is also jointly Gaussian.



PROBLEM 5

5. Let X ~ N (0, R) where R is a p X p symmetric positive-definite matrix.

a) Prove that if for all ¢ # j, E[X;X;] =0 (i.e., X; and X, are uncorrelated), then X; and X;
are pair-wise independent.

b) Prove that if for all 7, j, X; and X are uncorrelated, then the components of X are jointly
independent.

solution

a) Because all 4, j, X; and X are uncorrelated, we have R;; = 0 for ¢ # j, denote E [X}] = o} for
ke{l,--- p}
1 1 |
R = di O R = di e R*W:H
e (017 7%) 7 e o}’ 7 o 1Al w1 Ok

Thus, for the PDF fx(z) of X

P
1 Ty,
Ty, ,Tp) = exXpy ——
Peloveonn) = A2 p{ 203}

Notice that for k € {1,--- ,p}

+o00 2 1 2
fx(zy) = ex P{ } H / eXP{ i }d$k’ = —GXP{—&}
V2roy, 20 WLtk V 27rak/ 202, V2moy, 207

For X;, X;,1 # j, we have

1 a? e Ty
Tiy L) = e ——L — 5. e dxy
fx (@i, ) 210,04 P { 202 o7 } H / V 27T0'k/ P { 20,%, } g
2
J

k'=1,k'#i,j
1 x? x
= exp§ — - —
2mo;0; P 202 207

J
= [x(@i) - [x(x)
So, we prove that if for all ¢ # j, E[X;X;] = 0 (i.e., X; and X, are uncorrelated), then X; and X;
are pair-wise independent.

b) Similarly, we conclude

B p 1 _CC_% B p
fX<x1"”7xp)_l£[1\/%o_keXp{ 20_]%}_]};[1][‘)((3:%)

In the end, we prove that if for all ¢, j, X; and X; are uncorrelated, then the components of X are
jointly independent.




